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I. Introduction

The relationship between unemployment and inflation remains as an important research question
on theoretic and empirical macroeconomics. Does this relationship remains valid? Did it change
over time? How can present values of unemployment help on predicting future inflation? Stock
and Watson, in the paper Forecasting Inflation of 1999, are particularly interested in how the Phillips
curve could be used to forecast inflation. They also investigated whether it was the best predictor
or not.

The authors made a distinction between the traditional Phillips curve (using the unemployment
rate and the NAIRU1) and alternative specifications using different economic activity indicators
such as capacity utilization, personal income or industrial production. In addition, they use
indicators of money supply, stock prices, output, wages, interest rates and exchange rates in
order to compare the performance of these other variables and the Phillips curve on predicting
inflation. They use monthly data from 1959 until 1997 of the United States, including two different
measures of inflation: the Consumer Price Index (CPI) and the Personal Consumption Expenditure
(PCE). The reason, why the authors decided to use different inflation indexes is the fact, that
these measures differed from each other in some specific periods. As they were interested on
forecasting, each estimation uses past data to predict the inflation of the 12 subsequent months
(out-of-sample forecasting). Using the data from 1959 to 1969, the forecast starts from January
1970 and is done again every month until 1996, always using previous data.

As Stock and Watson (1999), we are also interested on the relationship of unemployment and
inflation. Our analysis differs in terms of the data period, which starts just before the end of their
sample. We use American monthly data covering the period from 1990 until 2013, for both the
CPI and PCE. Differently from them, we are going to focus our analysis only on comparing the
performance of different Phillips curve specifications on forecast. We are interested in checking
whether other specifications of the Phillips curve (using other variables of aggregate activity) can
over-perform the traditional specification using unemployment. We redo the estimation of the
paper by 6 alternative indicators, namely: (1) industrial production (IP), (2) real personal income
(GMPYQ), (3) total real manufacturing and trade sales (MSMTQ), (4) the number of employees on
non-agricultural payrolls (LPNG), (5) the capacity utilization rate in manufacturing (IPXMCA), (6)
and housing starts (HSBP).

First, we perform the estimation as the authors did: we forecast the 12 months inflation using
the same out-of-sample methodology, redoing the forecast for each month, from 2002 until 2013.
The first observation used in the regression in 1990:1, while the period over which simulated

1Non-Accelerating Inflation Rate of Unemployment
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out of sample forecasts are computed and compared is 2002:1-2013:12. Then we compare the
results of the alternative specifications to the benchmark Phillips Curve. On the next section, we
present which models were used to forecast and how we can compare them. Section 3 discusses
the models. Section 4 compares our results with forecasts using simulated data. Finally, section 5
concludes the paper with a comparison with our results and the ones of Stock and Watson (1999),
including possible explanations for the differences found.

II. Model Development

In developing the model, we used the same specification as Stock and Watson (1999) [1]. The
main investigation of the paper is to compare different specifications of the Phillips curve, in
particular, with varying indicators of aggregate economic activity. The authors compare between
three specifications of the model:

• The traditional Phillips curve with unemployment rate as explanatory variable

• An alternative specification with different aggregate economic activities (industrial produc-
tion, real personal income, capacity utilization rate in manufacturing etc.)

• Specification with different macroeconomic variables, such as money supply, stock prices,
output, wages, interest rates and exchange rates

We take the former two specifications mentioned above, the traditional Phillips Curve and
an alternative model with different indicators for economic activity. The first model specified in
equation (1), lhur is the traditional Phillips curve with unemployment rate and its lags as variables
for indicating aggregate economic activity. Notable feature in this particular model is that the
dependent variable is change in inflation rate over periods longer than the sampling frequency (in
this case, monthly). It allows predicting inflation change h periods ahead.

πh
t+h − πt = φ + β(L)ut + γ(L)4πt + et+h (1)

This specification restricts the model in two ways. First, the inflation is I(1) process. Equation
(1) is the same if we leave πh

t+h on the left hand side and replace γ(L)4πt with µ(L)πt on the
right hand side, with restriction µ(1) = 1 (the first restriction). For h = 12, this specification
can be thought of as predicting inflation over the next twelve months using a distributed lag of
current and past inflation, subject to the restriction that lag coefficients sum up to one. Second, the
non-accelerating inflation rate of unemployment (NAIRU) is constant. Expressing the constant as
φ = −β(1)ū in Equation (3), we can see the second restriction imposed on the model.

πh
t+h − πt = φ + β(L)(ut − ū) + γ(L)4πt + et+h (2)

The next model we treat, uses alternative macroeconomic indicators xts instead of ut in
equation (1). For variable xt we took the six aggregate indicators mentioned above: IP, GMPYQ,
MSMTQ, LPNG, IPXMCA and HSBP.

The IP, GMPYQ, MSMTQ, LPNAG are non-stationary I(1), thus we made transformations
using the Hodrick-Prescott (HP) filter. Therefore, all xt are treated as I(0). Specifically, we took the
gap estimates from HP filter which is separated from the trend component. The transformation of
the variables can be seen in the appendix. We chose the lag lengths of independent variables that
minimizes the Schwarz information criterion (BIC), setting the maximum number of lags at 11 as
it was proposed in the paper.
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πh
t+h − πt = β(L)xt + γ(L)4πt + et+h (3)

In total, we estimate the model with seven different variables and its first differences for both price
indexes, CPI and PCE.

III. Model discussion

The theory about the relation between unemployment and inflation dates back to 1958. Phillips’
empirical work showed a relation between unemployment rate and the rate of change on wages
in the United Kingdom. Later on, Milton Friedman established a more modern specification for
the relationship, introducing the natural rate of unemployment and stating that variations from
this rate would impact changes on price inflation only on the short-run. The basic idea is that a
higher economic activity (lower unemployment) indicates that the economy is producing closer to
its maximum and, therefore, demand might excede the supply capacity, raising prices.

As explained above, the main goal is to test various alternative specifications of the Phillips
curve against the traditional model that uses unemployment. We must point out that each
regression is estimated again every month and the forecast of the subsequent month is computed.
In order to compare which forecast performed better, two measures are used. The first one is the
relative mean squared error (RMSE). The mean squared errors are calculated as follows: first we find
the difference between real values of the inflation rate change and the forecast values. We square
these differences and take the mean value of the squared errors. Then the relative mean squared
errors are calculated as the ratio of MSE from a model using xt to the benchmark model (using
unemployment rate - ut).

If the RMSE > 1, then, the traditional specification of the model with ut is outperforming the
alternative one in terms of efficiency. Or, in other words, unemployment predicts future inflation
better than a given variable xt. By a forecast combining regression (4), we can derive the other
measure used to compare forecasts performances:

πh
t+h − πt = λ f x

t + (1− λ) f u
t + et+h (4)

Equation (4) is a regression of the actual value of inflation on the two different forecasts f x
t and

f u
t , with xt and ut respectively. λ indicates how much each forecast estimation add to each

other. If the estimated λ̂ > 1, the f x
t is a better forecast, which means that the forecasts based on

unemployment rate adds nothing to the forecasts based on other economic activity measures. On
the other hand, when λ̂ = 0, forecast based on unemployment f u

t is better than the forecasts based
on the xt. We get these measures for every specification of the model and presented them in Table
1 of Appendix. This is the main replication of the model in Stock and Watson (1999). Table 2 in
their paper does exactly the same as ours, but using different periods (1970-1996).

By the results on Table 2, we can see that the traditional Phillips curve is not the best predictor
of future inflation for the period from 2000 to 2013. In the gaps specification, the RMSE is bigger
than 1 only for housing starts (HSBP). The capacity utilization rate in manufacturing (IPXMCA)
is slightly bigger than 1 only for the model using CPI. The λ are also substantially larger than 0
and give the same qualitative result as the RMSE. For the first differences specification, the same
is valid. Only the number of employees on non-agricultural payrolls (LPNG) under-performs
unemployment on forecasting CPI inflation. All the other estimates are better for predicting future
inflation.

The comparison with the univariate equation reveals that the Phillips curve is a poor predictor
of inflation on the period 2000-2013. The RMSE of the univariate regression is much smaller than
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the benchmark and λ is bigger than 1 for both inflation indexes. Moreover, the RSME of the
univariate case is also the lowest among all. It means that past values of inflation alone predicts
its future values better than when including covariates related to economic activity. This result
is different from the result of Stock and Watson (1999) and it is probably a consequence of the
period we used.

Between 2000 and 2013, it seems that unemployment and inflation were barely related. Figure
1 in the appendix shows the series of Unemployment, CPI and PCE from 1970 to 2013. Before
2000, it is possible to observe a negative relationship between the two variables on the short-run.
However, after 2000, and especially after 2008 (economical crisis), the relation is almost absent.
Figure 2 only focus on the period 2000-2013 and we can see better that, in 2008, there was a great
increase on unemployment rate (from around 4% to 11%). The inflation rate measured by the
CPI has fallen in 20082, but it seems to behave independently of unemployment after the initial
shock. For the case of PCE inflation, the drop was small in 2008, and it continued at similar levels
even after unemployment started to fall again (unemployment rate was lower than 6% in 2013).
This pattern explains why the RMSE of the univariate model using PCE inflation was so low
(0.11). Overall, it shows that the forecast using the Phillips curve, as performed by Stock and
Watson (1999), is not successful for predicting the inflation of recent years. Moreover, among those
specifications, the one using unemployment was one of the worst for predicting future inflation.

IV. Model evaluation

In order to evaluate the model presented in the paper, we performed a number of steps. First, we
decided to estimate Equation 3 in-sample for both CPI and PCE in period 1990:1-2013:12. Then
we diagnosed the property of the residuals, namely independence. What we observe is that the
residuals from the estimated model are strongly correlated over time, which of course violates
the model assumption. The Q-statistics of the Ljung-Box tests as well as both autocorrelation
and partial autocorrelation functions are presented in Figures 9 (for PCE) and 11 (for CPI) in the
Appendix.

Second, using the parameters from the model, we simulated inflation using Monte Carlo
procedure with 1000 repetitions. In our simulated data, errors are normally distributed and
uncorrelated. The variance of the errors was adjusted using the following formula: σ2

sim =
(σπ − σf it)

2, where σπ is the standard deviation of the true inflation and σf it is the standard
deviation of the fitted values from our model. In the Figures 10 and 12 in the Appendix, there
are the PACF and ACF with Ljung-Box test statistics for simulated PCE and CPI respectively. We
can clearly see that the simulated model meets the assumption. In addition, for all lags, we fail to
reject the null hypothesis that residuals are independently distributed.

Based on our 1000 simulated samples, we estimated exactly the same models as using actual
data and made a set of in-sample forecasts for the period 2002:1-2013:12. Next, for each Monte
Carlo repetition, we calculated the mean-squared error of the simulated inflation forecast and
them compared it to the mean-squared error of the forecasts based on real values of inflation. As a
result we obtain 1000 relative MSE for both CPI and PCE. The results of this simulation procedure
are presented in the Table 2 in the Appendix.

Due to the fact that in the model based on true data the assumption of dependency was
violated, mean-squared errors of the forecasts were much larger than for our simulated data. We
can also observe that the relative mean squared errors obtained from real CPI and simulated

2The CPI inflation puts much more weight on real state than the PCE one, which explains the strong fall right after the
crisis (when house prices has fallen substantially), differently from the PCE
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CPI are almost two times smaller to those obtained from PCE simulation procedure. This might
suggest that the problem of errors autocorrelation is much larger for the PCE inflation index.

V. Conclusions

Figure 1 plots annual inflation rates, π12
t for two US monthly price indexes. The pattern of inflation

calculated by these two indexes are same as the original paper between 1970 and 2000. We focus
the analysis on inflation measures between 2000 and 2013 which are plotted in Figure 2. During
this time window, these two measures have different patterns. First, CPI inflation varies more than
PCE inflation does. Second, PCE inflation is larger than CPI inflation most of time except in year
2008. The reason, why the CPI is much more volatile than PCE in our sample, is the fact that in
case of CPI the weight put on housing prices is substantially larger than in case of PCE (40% and
22% respectively).

The results of inflation forecasts based on measures of aggregate real activity are shown in
Table 1. We forecast the inflation between 2000 and 2013 rather than divide it into two sub-periods
as what the paper does and have the following findings:

First, same as the original paper, we also find that there are important differences in the
forecastability of inflation across price measures. PCE inflation forecasts are more accurate than
CPI forecasts. For the univariate case, the RMSE for PCE is only one fourth of that for CPI. For the
other aggregate real activity factors, only two variables (MSMTQ and HSBP)’s RMSEs are larger
than those for CPI. For the first differences specification, the RMSE for PCE is much smaller.

Second, most of the estimated values of λ are significantly greater than 0. In contrast to the
magnitude of λ in the original paper, the estimated λ in our results are larger and most of them are
larger than 1 and some even larger than 2. This suggests that these alternative activity measures
contain useful information not included in lags of the unemployment rate or past inflation Another
difference about forecastability is that more than two variables outperform the unemployment
rate uniformly across series. This is the case especially in the first differences specification. All
variables except LPLNG outperform the unemployment rate.

Finally, in our case, specifications using the first difference of the activity variables and
specifications using ‘gaps’ produce similar forecasts by comparing RMSE. For the CPI series, first
difference specification produces a slightly larger RMSE but for PCE series, the gaps specification
produces a slightly larger RMSE. However, such differences are quite small.

Based on the results in Table 1, we get the same conclusion as that paper that forecasts can be
improved upon using a generalized Phillips curve based on measures of real aggregate activity
other than unemployment. However, we in our simulation exercise we detected that the residuals
from the models estimated for 1990:1-2013:12 are characterized by high level of autocorrelation,
which violates the assumption of that the errors are independent.
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Table 1: Forecasting performance of alternative real activity measures

Forecasting period: 2000-2013 PUNEW (CPI) GMDC (PCE)
Variable Trans Rel. MSE λ Rel. MSE λ

Univariate 0.53 1.02 (0.05) 0.14 1.03 (0.05)
GARCH(1,1) 0.11 0.91 (0.03)

Gaps specification
ip DT 0.94 0.77 (0.41) 0.79 0.97 (0.20)
gmpyq DT 0.94 1.11 (0.55) 0.80 1.25 (0.33)
msmtq DT 0.53 0.91 (0.19) 0.71 0.81 (0.14)
lplng DT 0.77 1.21 (0.38) 0.74 1.00 (0.28)
ipxmca LV 1.02 0.11 (0.73) 0.75 0.96 (0.20)
hsbp LN 1.34 -0.16 (0.37) 1.38 0.09 (0.31)

First differences specification
ip DLN 0.92 1.24 (0.61) 0.76 1.43 (0.36)
gmpyq DLN 0.95 1.33 (0.73) 0.76 1.49 (0.36)
msmtq DLN 0.92 2.27 (0.70) 0.71 1.48 (0.37)
lplng DLN 1.06 -0.13 (0.94) 0.79 1.80 (0.53)
ipxmca DLV 0.89 1.64 (0.51) 0.74 1.38 (0.35)
hsbp DLN 0.95 1.55 (0.85) 0.76 1.46 (0.35)
dlhur DLV 0.96 1.24 (0.90) 0.75 1.61 (0.44)

In parentheses: HAC robust standard errors (estimated using a Barlett kernel with 12 lags) as used in the
original paper.
Note: For a series yt , the transformations xt = f (yt) are: xt = yt (LV), xt = ∆yt (DLV), xt = ∆2yt(DDLV),
xt = ln(yt) (LN), xt = ∆[ln(yt)] (DLN),xt = ∆2[ln(yt)] (DDLN), xt = ln(yt)− τt (DT) where τt is the
HP-trend yt

Table 2: Relative mean-squared errors obtained from simulation Monte Carlo procedure (1000
repetitions)

Min Mean Max Std. dev.
PUNEW 3.31 4.07 7.64 0.59
GMDC 4.76 7.07 11.96 0.88
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Figure 1: Unemployment and Annual inflation (CPI and PCE) 1970-2013
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Figure 2: Unemployment and inflation 2000-2013 (CPI and PCE)
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Figure 3: Capacity utilization in manufacture 1970:1-2014:12
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Figure 4: Real personal income (in logs, detrended) 1970:1-2014:12
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Figure 5: Housing starts (in logs) 1970:1-2014:12
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Figure 6: Industrial production (in logs, detrended) 1970:1-2014:12
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Figure 7: Non-agricultural payrolls (in logs, detrended) 1970:1-2014:12
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Figure 8: Total real manufacturing and trade sales (in logs, detrended) 1992:1-2014:12
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Correlogram of Residuals

Date: 03/20/15   Time: 14:20
Sample: 1990M01 2013M12
Included observations: 288

Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob

1 0.700 0.700 142.65 0.000
2 0.659 0.332 269.61 0.000
3 0.632 0.201 386.67 0.000
4 0.607 0.129 495.10 0.000
5 0.582 0.080 595.00 0.000
6 0.544 0.020 682.76 0.000
7 0.493 -0.043 754.99 0.000
8 0.472 0.004 821.37 0.000
9 0.442 -0.006 879.80 0.000

10 0.388 -0.065 925.01 0.000
11 0.353 -0.038 962.63 0.000
12 0.230 -0.239 978.61 0.000
13 0.401 0.425 1027.5 0.000
14 0.366 0.086 1068.4 0.000
15 0.328 -0.013 1101.3 0.000
16 0.352 0.112 1139.4 0.000
17 0.327 -0.038 1172.3 0.000
18 0.271 -0.179 1195.1 0.000
19 0.252 -0.135 1214.7 0.000
20 0.194 -0.154 1226.5 0.000
21 0.187 -0.028 1237.5 0.000
22 0.165 -0.079 1246.1 0.000
23 0.138 0.025 1252.1 0.000
24 0.062 -0.224 1253.3 0.000
25 0.056 0.380 1254.3 0.000
26 0.062 0.103 1255.6 0.000
27 0.043 -0.016 1256.1 0.000
28 -0.012 0.038 1256.2 0.000
29 -0.008 -0.055 1256.2 0.000
30 0.039 -0.035 1256.7 0.000
31 0.040 -0.014 1257.2 0.000
32 0.075 0.018 1259.1 0.000
33 0.055 0.032 1260.0 0.000
34 0.067 0.014 1261.5 0.000
35 0.048 -0.007 1262.3 0.000
36 0.083 -0.126 1264.5 0.000

Figure 9: Correlogram of the residuals from Philips curve model of PCE inflation (1990:1-2013:12)
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Correlogram of Residuals

Date: 03/20/15   Time: 14:21
Sample: 1990M01 2013M12
Included observations: 288

Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob

1 -0.057 -0.057 0.9612 0.327
2 -0.124 -0.127 5.4337 0.066
3 0.057 0.042 6.3728 0.095
4 -0.067 -0.078 7.6822 0.104
5 -0.033 -0.030 8.0081 0.156
6 -0.038 -0.064 8.4434 0.207
7 -0.071 -0.081 9.9501 0.191
8 0.027 0.002 10.171 0.253
9 -0.012 -0.033 10.216 0.333

10 -0.085 -0.090 12.403 0.259
11 0.096 0.065 15.189 0.174
12 0.033 0.015 15.514 0.215
13 0.014 0.037 15.576 0.273
14 0.004 -0.011 15.582 0.340
15 -0.025 -0.015 15.769 0.398
16 -0.033 -0.041 16.094 0.446
17 0.023 0.018 16.259 0.506
18 0.033 0.046 16.587 0.552
19 -0.014 -0.003 16.651 0.613
20 -0.129 -0.137 21.864 0.348
21 0.025 0.016 22.061 0.396
22 -0.014 -0.050 22.121 0.453
23 0.029 0.043 22.381 0.497
24 -0.031 -0.062 22.688 0.538
25 0.017 0.016 22.783 0.590
26 0.017 -0.021 22.873 0.640
27 0.010 0.020 22.905 0.690
28 -0.025 -0.025 23.100 0.728
29 -0.054 -0.071 24.047 0.727
30 -0.043 -0.089 24.634 0.743
31 -0.051 -0.057 25.486 0.746
32 0.019 -0.001 25.605 0.781
33 0.004 0.006 25.611 0.817
34 0.055 0.034 26.624 0.812
35 -0.009 -0.028 26.650 0.844
36 -0.045 -0.072 27.316 0.851

Figure 10: Correlogram of the residuals from Philips curve model of simulated PCE inflation
(1990:1-2013:12)
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Correlogram of Residuals

Date: 03/20/15   Time: 14:21
Sample: 1990M01 2013M12
Included observations: 288

Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob

1 0.880 0.880 225.58 0.000
2 0.782 0.031 404.21 0.000
3 0.695 0.002 545.72 0.000
4 0.604 -0.059 653.08 0.000
5 0.478 -0.216 720.41 0.000
6 0.389 0.061 765.18 0.000
7 0.268 -0.204 786.59 0.000
8 0.127 -0.200 791.38 0.000
9 0.016 0.017 791.45 0.000

10 -0.082 -0.084 793.46 0.000
11 -0.191 -0.087 804.41 0.000
12 -0.313 -0.205 834.05 0.000
13 -0.313 0.421 863.77 0.000
14 -0.323 0.005 895.53 0.000
15 -0.313 0.108 925.47 0.000
16 -0.312 -0.097 955.35 0.000
17 -0.301 -0.163 983.25 0.000
18 -0.305 0.051 1012.0 0.000
19 -0.269 -0.087 1034.4 0.000
20 -0.227 -0.050 1050.4 0.000
21 -0.190 -0.017 1061.8 0.000
22 -0.160 -0.033 1069.8 0.000
23 -0.137 -0.081 1075.7 0.000
24 -0.095 -0.008 1078.5 0.000
25 -0.062 0.248 1079.7 0.000
26 -0.045 -0.140 1080.4 0.000
27 -0.059 -0.033 1081.5 0.000
28 -0.060 -0.091 1082.6 0.000
29 -0.047 0.026 1083.4 0.000
30 -0.028 0.068 1083.6 0.000
31 -0.004 0.073 1083.6 0.000
32 0.008 -0.048 1083.6 0.000
33 0.011 0.021 1083.7 0.000
34 0.010 -0.043 1083.7 0.000
35 0.033 -0.022 1084.1 0.000
36 0.040 0.002 1084.6 0.000

Figure 11: Correlogram of the residuals from Philips curve model of simulated CPI inflation
(1990:1-2013:12)
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Correlogram of Residuals

Date: 03/20/15   Time: 14:44
Sample: 1990M01 2013M12
Included observations: 288

Autocorrelation Partial Correlation AC  PAC  Q-Stat  Prob

1 0.020 0.020 0.1173 0.732
2 0.048 0.048 0.8019 0.670
3 0.029 0.027 1.0458 0.790
4 0.092 0.089 3.5484 0.471
5 -0.038 -0.044 3.9706 0.554
6 -0.025 -0.033 4.1572 0.655
7 -0.009 -0.010 4.1829 0.758
8 0.030 0.027 4.4458 0.815
9 0.093 0.104 7.0562 0.631

10 -0.009 -0.011 7.0785 0.718
11 0.063 0.053 8.2792 0.688
12 0.075 0.063 9.9912 0.617
13 0.079 0.058 11.896 0.536
14 0.046 0.048 12.534 0.564
15 -0.010 -0.027 12.565 0.636
16 0.005 -0.009 12.571 0.704
17 -0.008 -0.018 12.592 0.763
18 0.002 -0.001 12.593 0.815
19 -0.047 -0.034 13.283 0.824
20 -0.005 -0.016 13.290 0.865
21 0.068 0.061 14.731 0.836
22 -0.003 -0.021 14.734 0.873
23 0.004 -0.007 14.740 0.904
24 -0.132 -0.151 20.244 0.683
25 0.098 0.078 23.299 0.560
26 0.007 0.018 23.315 0.615
27 -0.057 -0.061 24.370 0.610
28 -0.028 0.004 24.616 0.649
29 -0.047 -0.078 25.328 0.661
30 0.063 0.074 26.623 0.643
31 -0.012 0.015 26.668 0.689
32 -0.051 -0.053 27.503 0.694
33 -0.111 -0.096 31.568 0.538
34 -0.005 -0.050 31.575 0.587
35 -0.026 0.012 31.805 0.623
36 -0.089 -0.057 34.424 0.544

Figure 12: Correlogram of the residuals from Philips curve model of simulated CPI inflation
(1990:1-2013:12)
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